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The mathematics of time-dependent nonlinear response theory frequently leads to results which although
formally exact, are not amenable to experimental application or even to use in computer simulations. Here we
give a rigorous derivation of a tractable expression for the thermostatted nonlinear response of classical many
body systems to time-dependent dissipative fields. The theory also allows for the concurrent parametric trans-
formation of the system Hamiltonian. Our analysis shows once again the intimate relationship between non-
equilibrium free-energy relations such as the Jarzynski equality and nonlinear response theory. We make a few
remarks concerning the maximum entropy production approximation.
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I. INTRODUCTION

There are two widely used �1–5� forms of nonlinear re-
sponse theory for constant dissipative fields that have been
employed in computer simulations: the so-called Kawasaki
formalism �6� and the Evans and Morriss transient time cor-
relation formalism �7�. In spite of a number of attempts
�8–10�, to date there has not been any tractable rigorous
extension of these methods to the case of time-dependent
dissipative fields. In the present paper we provide a rigorous
extension of the Kawasaki formalism for the nonlinear re-
sponse of thermostatted N-particle classical systems to large,
time-dependent, dissipative fields. We also allow the system
to possibly undergo a concurrent parametric change in its
Hamiltonian. This allows us to discuss the nonlinear re-
sponse of systems to dissipative fields where the underlying
equilibrium state is changing concurrently. We use the term
changing state to specifically refer to the situation where the
underlying equilibrium state �that would be generated if the
current Hamiltonian parameters were fixed and the system
allowed time to equilibrate�, is changing due to a change in
the system’s Hamiltonian, volume, etc. This allows us to
study the similarities and differences between the dissipative
flux that appears in nonlinear response theory and the work
function employed in the Jarzynski equality �11�.

II. GENERALIZED KAWASAKI DISTRIBUTION
FUNCTION (KDF)

We consider a system of i=1, N classical particles subject
to the nonautonomous equations of motion,

q̇i =
pi

mi
+ Ci��� · Fe�t� ,

ṗi = Fi„q,��t�… + Di��� · Fe�t� − Si�pi, �1�

where Ci and Di are second rank tensors coupling the time-
dependent external field Fe�t� to the equations of motion, the

parametrically dependent force is given by Fi�q ,��
=−�qiH�� ,�� and the thermostat multiplier, which holds the
kinetic energy of a reservoir region �Si=1 if i� reservoir and
Si=0 otherwise� fixed, at a value of K���=K0 is

� =

�
i=1

N

Fi�q,�� · piSi + Sipi · Di��� · Fe�t�

�
i=0

N

Sipi · pi

. �2�

The reservoir region is far enough removed from the system
of interest that the synthetic thermostat cannot possibly in-
troduce any artifacts �see �12,13� for details�. The Hamil-
tonian is given by

H��,�� = �
i=1

N
pi · pi

2mi
+ ��q,�� , �3�

where ��q ,�� is the parametrically dependent potential. We
now appeal to physics to classify what part of the external
influence is represented by the potential �(��t�) and what
part is represented by the dissipative vector field Fe�t�. If the
field is set to zero Fe=0 and the parameter � is held fixed, we
can obtain the following time-independent solution to the
Liouville equation:

feq��,�� =
exp�− �H��,�����K��� − K0�

� d� exp�− �H��,�����K��� − K0�

= exp�− ��H��,�� − A�T,������K��� − K0� ,

�4�

where

K��� 	
1

2 �
i=1

N

Sipi · pi/mi,

A = − kBT ln�
d� exp�− �H��,�����K��� − K0��

is the thermodynamic potential and kBT	�−1=2K0 / �DNR
−1�, where D is the Cartesian dimension, NR	�i=1

N Si is the
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number of particles in the reservoir region, kB is Boltzmann’s
constant, and T is the temperature.

Whether the system relaxes to the equilibrium given by
Eq. �4� or not, depends on the physics of the situation. For
example, if we consider a system consisting of equal num-
bers of oppositely charged atoms as found in a molten salt, a
constant electric field could be used to drive the system into
a dissipative nonequilibrium steady state. On the other hand
if we lower the system’s temperature and then let it equili-
brate, the system may crystallize and then if acted on by the
same electric field would relax to a new �polarized� equilib-
rium state in which there is no net dissipation of energy. This
is in spite of the fact that both systems are governed by
precisely the same equations of motion with the only differ-
ence being, say, a change in the temperature T. So the deci-
sion as whether to represent an external influence using the
parametric dependence of the potential ��t� or the external
field Fe must be made by appealing to physics rather than
mathematics.

We require that this decision be such that if we turn the
field off Fe=0 and hold the parameter � constant then the
system relaxes to the equilibrium distribution function given
by Eq. �4�, which we call the underlying equilibrium state.
Any part of the external influence that satisfies this condition
is represented by the parametric dependence of the Hamil-
tonian if possible, otherwise it is represented by the external
field.

The Lagrangian form of the Liouville equation �14� is
given by

d

dt
f„��t�,t… = − f„��t�,t…�„��t�… , �5�

where the phase space compression rate � turns out to be
directly related to the rate at which energy is increased in the
system by the thermostat �usually a negative quantity�. This

rate of heat gain is given by Q̇(��t�)=kBT�(��t�). We note
that the total change in value of the Hamiltonian as the tra-
jectory evolves satisfies the equation

H„��0�,��0�… = H„��t�,��t�… − �
0

t

ds �̇�s�
�H„��s�,��s�…

��

− �
0

t

ds Q̇„��s�… + �
0

t

ds J„��s�…V · Fe�s� ,

�6�

where Q̇=−��i=1
N Sipi ·pi /mi is the rate of heat gain by the

system from the thermostat and the dissipative flux J��� is
thus defined by Eq. �6� given the external field Fe�t�, which
is specified in the equations of motion, Eqs. �1�, and the
expression for the Hamiltonian, Eq. �3�. Close to equilibrium
where linear irreversible thermodynamics applies the term
−�JV ·Fe is the spontaneous entropy production. The solu-
tion to Eq. �5�, for a system initially in equilibrium at time
t=0 is

f„��t�,t… = feq„��0�,��0�…exp�− ��
0

t

ds Q̇„��s�…� . �7�

This equation is quite general; if we start in equilibrium
feq(��0� ,��0�) and the equations of motion, Eq. �1�, are
obeyed, then Eq. �7� will be applicable. Combining Eqs.
�4�–�7� we obtain

f„��t�,t… = feq„��t�,��t�…exp�− �
�
0

t

ds J„��s�…V · Fe�s�

− �̇�s�� �H„��s�,��s�…
��

−
�A„��s�…

��
��� , �8�

where the thermodynamic potential A��� is given in terms of
the underlying equilibrium state. We can transform Eq. �8�
such that it is compatible with the standard �Heisenberg�
form of the Kawasaki distribution. The choice of the initial
phase �	��0� is quite arbitrary. Whatever that choice, Eq.
�8� gives us an expression for the distribution function at the
time evolved phase at the later time. Let us introduce the
substitution for the phase variable ��=��t�, then ���s�
	��t+s�, and ��s�=���s− t�, so

f��,t� = feq„�,��t�…exp�− �
�
0

t

ds J„��s − t�…V · Fe�s�

− �̇�s�� �H„��s − t�,��s�…
��

−
�A„��s�…

��
��� , �9�

where we have dropped the primes to make the notation
simpler �15�. We can make the substitution v= t−s and upon
recognizing that v is a dummy variable we obtain

f��,t� = feq„�,��t�…exp�− ��
0

t

ds J„��− s�…V · Fe�t − s��
� exp���

0

t

ds �̇�t − s�

�
 �H„��− s�,��t − s�…
��

−
�A„��t − s�…

��
�� , �10�

where ��−s� is the phase space vector arrived at if we start at
� and run the equations of motion back in time for duration
s using the protocol Fe�t−u�, ��t−u�, initially with the time
variable u=0 and finally with u=s. In this form it is explicit
which part of the distribution function depends on the time t
and which part depends upon the phase space vector �. This
is important if we wish to take the partial derivative of the
distribution function with respect to time. Equation �10� is
the generalized time-dependent Kawasaki distribution func-
tion �KDF�.

There are a number of special cases of Eq. �10� that were
previously known. If the process is such that the parameter is

always held fixed, �̇=0, �=�0, and the free energy does not
change, 	A=0, the distribution function reduces to
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f��,t� = feq��,�0�exp�− ��
0

t

ds J„��− s�…V · Fe�t − s�� .

�11�

This equation was previously derived �16� by assuming that
the nonequilibrium fine grained Gibbs entropy, S�t�
=−kB
 d� f�� , t�ln f�� , t�, is a minimum, subject to the con-
straints that the distribution is normalized, that the average
energy is fixed, and that the average dissipative flux is fixed
at any time and also is a continuous function of time. This
result is now confirmed without assumptions about the en-
tropy or the free energy.

Let us now additionally suppose the external field is held
constant, Fe�t�=Fe∀ t
0, then we recover the standard
KDF,

f��,t� = feq��,�0�exp�− ��
0

t

ds J„��− s�…V · Fe� .

�12�

This equation was first derived for adiabatic systems in 1967
�6� and for thermostatted systems in 1985 �7�.

We can also obtain a generalized linear response theory
by taking the first order Taylor expansion for the exponential
in Eq. �10� which gives

�B���t�,t = �B���t�,eq − �V�
0

t

ds�J„��− s�…B����eq · Fe�t − s�

+ ��
0

t

ds�� �H„��− s�,� = 0…

��

−
�A�� = 0�

��
�B„�,��t�…�

��0�,eq
�̇�t − s� . �13�

This result is new since it includes contributions from the
parametric change in the Hamiltonian. Here we have ignored
any terms of O�Fe

2�, O��2�, or higher where Fe is the mag-
nitude of the field Fe. For this reason we can consider the
average �. . .���0�,eq taken at equilibrium with the Hamiltonian
parameter held fixed at the value of ��0�. To see why equi-
librium averages may be used in Eq. �13� consider that their
leading order change is O�Fe�, O���, or higher. The two

relevant averages are multiplied by the terms Fe and �̇, re-
spectively, resulting in the change to the products, �. . .� ·Fe

and �. . .��̇ being at least quadratic in the field or perturbation,
respectively. So to linear order the nonequilibrium change in
these averages does not contribute to the left-hand side of
Eq. �13�.

III. PROOF OF THE JARZYNSKI EQUALITY
FROM THE KDF

The Jarzynski equality �JE� �11,17� �for recent reviews of
fluctuation theorems including the JE, see �18,19�� is a well
known nonequilibrium free-energy relation. Traditionally
changes in the equilibrium free energy are computed by in-
tegrating over a single quasistatic path. In contrast the JE

shows how equilibrium free-energy differences can be calcu-
lated from the work integrated along an ensemble of non-
equilibrium paths. The JE is a statement about ensemble av-
erages, not single trajectories. The equality gives the change
in free energy 	A as, �exp�−�	wt��=exp�−�	A�, where the
ensemble average �…� is over all trajectories which trans-
form the system during the time interval 0��� t and the
work 	wt is computed over this interval for each trajectory.
At time t the nonequilibrium protocol stops, no further work
is done, and the system relaxes to the new equilibrium whose
free energy differs from the initial equilibrium’s by the
amount 	A.

There are three observations that we can make concerning
Eq. �10� which are relevant to the JE. For a quasistatic pro-
cess where f�� , t�= feq(� ,��t�), we have

��
0

t

ds �̇�t − s�� �H„��− s�,��t − s�…
��

−
�A„��t − s�…

��
�

− J„��− s�…V · Fe�t − s��
qs

= 0. �14�

So the term under the integral is the purely irreversible, or
the dissipative, work because it “dissipates” to zero for qua-

sistatic processes. Secondly, since 
0
t ds �̇�t−s� �A(��t−s�)

��
=A(��0�)−A(��t�)=	A is the reversible work, it follows that

�
0

t

ds − J„��− s�…V · Fe�t − s� + �̇�t − s�
�H„��− s�,��t − s�…

��

= 	wt �15�

is the work performed over a time t.
Thirdly, since the KDF distribution function is normalized

we have,

�exp��
�
0

t

ds J„��− s�…V · Fe�t − s� − �̇�t − s�

�� �H„��− s�,��t − s�…
��

−
�A„��t − s�…

��
����

eq,��t�

= 1,

�16�

where the subscript to the angle brackets denotes that the
average is taken over the equilibrium distribution function,
feq(� ,��t�).

We note that the equilibrium distribution function is in-
variant to a time reversal transformation feq�� ,�0�
= feq��* ,�0� and that the Jacobian for this transformation is
unity. By exploiting the time reversal symmetry in the equa-
tions of motion Eq. �1� we can see that Eq. �16� is valid for
an ensemble initially at equilibrium, with �0=��t�, which is
then driven by the reverse protocol, ��t−s�, Fe�t−s�. The
time-dependent protocol is completely arbitrary, as is the
equilibrium given by ��t�, and so no new restrictions are
introduced. Equation �16� can now be written much more
concisely in terms of the purely irreversible or dissipative
work with the time transformed, t�= t−s, as
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�exp�− �	wt�
irr��eq,�0

= 1, �17�

where 	wt�
irr is the irreversible work done for the trajectories

driven by the reverse protocol, starting in equilibrium
feq(� ,�0=��t�),

	wt�
irr 	 �

0

t�
ds
�̇�s�� �H„��s�,��s�…

��
−

�A„��s�…
��

�
− J„��s�…V · Fe�s�� . �18�

Equation �17� is a generalized version of the nonequilib-
rium partition identity. It shows that the ensemble average of
the negative exponential integral of the purely irreversible
work �including contributions from the dissipative flux J and
from the parametric change to the Hamiltonian� is unity. This
result holds for thermostatted dynamics where the dissipative
field is time dependent. For the special case of processes
where the internal Hamiltonian does not change and the field
is time independent, this equation could easily be deduced
for adiabatic systems from the result of Yamada and Ka-
wasaki �6� and for thermostatted systems was derived by
Morriss and Evans �7�.

We now treat t� as a dummy variable and thus replace it
with t and then using Eq. �18� we may express the change in
work as

	wt = 	wt
irr + �

0

t

ds �̇�s�
�A„��s�…

��
, �19�

and then, using Eq. �17�, recalling that the free energy is not
a phase variable and thus may be taken through the average,
we arrive at

�exp�− �	wt�� = exp�− �	A� , �20�

which is a generalized JE. The first such equality was written
down by Jarzynski �11,17� in 1997. This generalization in-
cludes contributions to the work from the dissipative flux.
This result shows the close relationship between the JE and
the KDF.

The second law can be obtained from this result �17�. We
provide a simple proof of this by noting the obvious math-
ematical identity exp�x�
1+x and that in turn
�exp�x− �x���
1 or equivalently that �exp�x��
exp��x��. So
from Eq. �20� we have exp��−�	wt���exp�−�	A� and upon
taking the logarithm of both sides we obtain

�	wt� 
 	A , �21�

which is the generalized second law inequality.

IV. GIBBS ENTROPY

We noted above that Eq. �11� was first derived by mini-
mizing the fine grained Gibbs entropy of a system subject to
constraints. We can also do the converse: we can calculate
the time-dependent Gibbs entropy directly from that equa-
tion. Since the Gibbs entropy is defined as

S�t� 	 − kB� d� f��,t�ln�f��,t�� . �22�

Substituting Eq. �11� for the distribution function gives

S�t� = − kB� d� f��,t��− �H��,�0� + �A��0�

− ��
0

t

ds J„��− s�…V · Fe�t − s�� . �23�

Unrolling the time dependence of the distribution function
using the Schrodinger Heisenberg equivalence gives

S�t� = − kB� d� f��,0��− �H„��t�,�0… + �A��0�

− ��
0

t

ds J„��t − s�…V · Fe�t − s�� . �24�

Evaluating the averages and changing variables gives

TS�t� = U�t� − A��0� + �
0

t

ds�J„��s�…V · Fe�s���0
. �25�

Rearranging gives

TS�t� = TS�0� + 	U + �
0

t

ds�J„��s�…V · Fe�s���0
. �26�

Using Eq. �6�,

	S�t� = �
0

t

ds�Q̇„��s�…��0
/T . �27�

This remarkable equation is obviously consistent with the
classical thermodynamic expression for the entropy change
in a quasistatic process. However, this equation �27� is valid
for fast processes. As always, it is important to remember
that the temperature appearing in Eq. �27� is the equilibrium
temperature of the large thermal reservoir with which the
system of interest is in contact. The entropy appearing in Eq.
�27� is the fine grained Gibbs entropy Eq. �22�, which di-
verges to negative infinity as a nonequilibrium steady state is
approached for deterministic classical systems. The Gibbs
entropy is extremely sensitive to the distribution function
which is why it is a constant of the motion for Hamiltonian
systems �20�. For perfectly time reversible deterministic dy-
namics there is no loss of information as time increases. The
trajectory can always be reversed to its particular original
phase and the Gibbs entropy is constant. The Gibbs entropy
and the thermodynamic entropy are only equivalent at equi-
librium and of course the thermodynamic entropy is only
defined at equilibrium.

If one attempts to compute the thermodynamic entropy
change in the system of interest by monitoring the heat ex-
change and the temperature of the system of interest for sys-
tems approaching the quasistatic limit �21�, because �appeal-
ing to thermodynamics� the average temperature of the
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system of interest is on average higher than the reservoir
temperature you will always underestimate the change in the
entropy

	S�t� 
 �
0

t

ds�Q̇„��s�…/Tsi�s��0. �28�

Lastly, Eq. �27� implies something else that is quite re-
markable. The decrease in the fine grained Gibbs entropy of
the system �system of interest plus reservoir� is precisely
equal and opposite to the increase in the thermodynamic en-
tropy of the large quasistatic heat reservoir. For details about
our treatment resulting in a quasistatic heat reservoir see Ref.
�12�.

We have not considered the effect of including the para-
metric � parameter here. Such a generalization is straightfor-
ward and will not add any new physics to the above discus-
sion.

V. EXAMPLE: MOLECULAR DYNAMICS WITH AN
OSCILLATING FIELD

We consider the case of color conductivity for two par-
ticles. We use the equations of motion, Eq. �1�, with the field
Fe in the direction of the x Cartesian axis and the second
rank tensors set to Ci���=0 and Di���= �−1�iI, where I is the
identity matrix. For a fluid this results in a purely dissipative
process. The underlying thermodynamic potential does not
change and the Hamiltonian has no parametric � depen-
dence. The relevant distribution function is given by Eq.
�11�.

Molecular dynamics simulations were then computed us-
ing a fourth order Runge-Kutta algorithm. A Weeks-
Chandler-Andersen �WCA� potential for the pair interaction
between the particles is used, U�	rij�=4���� /	rij�12

− �� /	rij�6�+� ∀ 	rij ���62, U�	rij�=0 ∀ 	rij 
��62. The
length unit is �, the energy unit is �, and the time unit is
��m /�. The number density is �=0.396 85, the temperature
is such that kBT=�, and the time step is dt=0.002. The mag-
nitude of the field, starting at time s=0, evolves by the pro-
tocol Fe�s�=F0 sin��s� with F0=1, �=2�, and duration t
=5.

We consider how the pressure P changes due to the non-
equilibrium process as a function of time. This is an intrin-
sically nonlinear response. To linear order there is no field
induced change to the pressure: 	P=O�F0

2�. The pressure is
obtained by taking the average of

P��� =
1

DV�t���
i=1

N

pi · pi

mi
+ �

i=1

N

Fi · qi� , �29�

where D=2 is the Cartesian dimension. The ensemble aver-
aged pressure was obtained by computing ensembles of 5
�107 trajectories. To do this a long equilibrium trajectory
was computed and for each interval of duration 	t=5 a non-
equilibrium transient trajectory was spawned.

In Fig. 1�a� the results from the simulations for the aver-
age pressure as a function of time are shown. The directly

averaged results were obtained by ensemble averaging the
pressure, Eq. �29�, at various discrete times, over the en-
semble of transient trajectories. This is compared to the val-
ues obtained for the pressure by use of Eq. �11�. To use
this equation the pressure of the initial configuration, which
the transient trajectories were spawned from, was computed.
For each of these configurations the integral

0

t ds J(��−s�)V ·Fe�t−s�, which appears in Eq. �11�, was
then computed with s denoting the time along the transient
trajectory. This required different trajectories to be computed
for different times, t, as the initial phase angle of the field,
Fe�t−s�=F0 sin���t−s�� with s=0 appearing in the above
integral, explicitly depends upon this. This need for different
trajectories may seem a little surprising but recall that we
sample the equilibrium distribution at time t and then use the
spawned trajectories to account for the difference between
this and the desired nonequilibrium distribution at time t. For
this reason the spawned trajectories ��−s�, starting from the
same initial point ��0�, which evolve by the field Fe�t−s�
will depend explicitly upon the value of t. Using this integral
with the equilibrium distribution, which is directly sampled
by the equilibrium trajectory, allows us to obtain the KDF
average.

If one looks closely at the peeks in the oscillations �Fig.
1�a�� small differences can be discerned due to finite statis-
tical sampling. These differences can be seen more clearly in
Fig. 1�b� where the difference between the two methods is

-0.0004

-0.0002

0.0000

0.0002

0.0004

0 1 2 3 4 5
P

K
(t

)-
P

d(
t)

t

(b)

-0.005

0.000

0.005

0.010

∆P
(t

)

(a)direct
KDF

FIG. 1. �Color online� �a� The difference in the average pres-
sure, P�t�, relative to the equilibrium value P0, 	P�t�= P�t�− P0, as
a function of time for both direct and KDF averaging. The field
Fe=F0 sin��t�, �=2�, is switched on at time t=0. Due to the very
good agreement between the two curves, the differences are very
difficult to distinguish on this graph. �b� The difference between the
average pressure obtained from the KDF, PK�t�, Eq. �11� and the
direct ensemble average, Pd�t�, as a function of time.
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plotted directly. The difference between the two methods was
noted to decrease with the number of trajectories in a manner
that appeared to roughly scale as 1 /�Nt, where Nt is the
number of trajectories. It can be concluded that the agree-
ment between the directly averaged results and those ob-
tained using the KDF, Eq. �11�, is very good. Given the ir-
regular form of the pressure response curves and the fact that
the pressure response is entirely nonlinear it is exceedingly
unlikely that this level of agreement is accidental. This con-
firms the correctness of the theoretical analysis given above.

VI. CONCLUSIONS

We have provided a generalization of the nonlinear re-
sponse theory that applies to both time-dependent dissipative
and state changing processes. This generalization is valid for
systems being driven arbitrarily far from equilibrium by
some external agent. It is assumed that the thermal reservoir
which regulates the system is held to a fixed temperature.
Our model for this reservoir contains unphysical terms in the
equations of motion. However, these particles can be re-
moved arbitrarily far from the system of interest so the math-
ematical details of how the heat is ultimately �and only on
average� removed from the system of interest has no physical
significance.

The close relationship between this generalized KDF and
the Jarzynski equality has been shown by using the KDF to
prove the Jarzynski equality. An example of the time-
dependent nonlinear response to an external field, using mo-
lecular dynamics simulations, has been presented. This
showed excellent agreement for the change in the pressure
between results obtained directly from the simulations and
those computed using the KDF. The generalized KDF has
also been used to obtain a form of linear response theory
which can be applied to state changing processes.

We need to make a few further comments about our defi-
nition of the work. Using Eq. �6� we see that our definition of
the work, Eq. �15�, gives the total change in the energy mi-
nus that part of the change due to the heat.

	wt 	 H„��t�,��t�… − H„��0�,��0�… − �
0

t

ds Q̇„��s�…

= �
0

t

ds �̇�s�
�H„��s�,��s�…

��
− �

0

t

ds J„��s�…V · Fe�s� .

�30�

Thus our definition is consistent with the first law definition
of work. A much more general definition was given by Reid
et al. �22�. They defined a generalized dimensionless “work”
	Xt, in terms of probabilities of observing infinitesimal ini-
tial and final volume elements d� ,d��t�, along a phase space
trajectory together with ratios of initial and final partition
functions Z�1� ,Z�2�,

exp�	X����� 	
PF�d��Z�1�

PR„d����…Z�2� =
f1,eq������/������Z�1�

f2,eq„����…Z�2� .

�31�

In this equation f2,eq(����) is the probability of observing the

phase space trajectory end point in the equilibrium ensemble
of the end-point Hamiltonian. This definition of the general-
ized variable applies to quite arbitrary ensembles and dy-
namics �including stochastic dynamics� and gives a trivial
derivation of the generalized nonequilibrium free-energy
relation as follows:

�exp�− 	X���1,eq

=� d� f1,eq���
f2,eq„����…������/���z�2�

f1,eq���z�1� =
Z�2�

Z�1� .

�32�

For microcanonical ensembles with constrained total energy
this generalized work is in fact related to the change in the
heat divided by the reservoir temperature. In the isothermal
isobaric ensemble the generalized work is the change in the
enthalpy minus the change due to the thermostat, divided by
the thermostat temperature. So we have to be very careful
about using the term generalized work. In Eq. �32� the equa-
tion only refers to initial and final phase space vectors and to
equilibrium distribution functions and the corresponding par-
tition functions for the end-point equilibrated states. Arbi-
trary protocols and time dependencies can be used to arrive
at these phase points and �eventually� equilibrated states.

In the special case where both ensembles are canonical
and the systems 1,2 are in contact with a heat bath main-
tained at a fixed temperature it is trivial to see using Eq. �30�
that the generalized variable coincides with the work, Eq.
�30� as follows:

	Xt = �	wt, �33�

and Eq. �32� reduces to the Jarzynski equality, Eq. �20�.
Recently there has been some interest in what has become

known as the maximum entropy production �MEP� approach
�23,24� to nonlinear dynamical systems. This approach as-
serts that nonequilibrium systems arrange themselves in a
way that maximizes the rate at which entropy is produced—
subject to a set of constraints. As Hoover pointed out in 1986
�25�, the problem with these theories is that there is no ob-
jective way in which to comprehensively list the set of such
constraints. Combining Eq. �9� with the approach reported in
�16�, shows that the nonequilibrium distribution function for
a dissipative system does indeed minimize the fine grained
entropy of the nonequilibrium system. Subject to the con-
straints placed on the system �the distribution is normalized,
the initial average energy is fixed, and the average dissipative
flux is constrained at all times and is a continuous function of
time� the exact distribution function, Eq. �11�, minimizes the
Gibbs entropy for all times including the transient behavior
of the system. This is in spite of the fact that for a thermo-
statted deterministic steady state the entropy diverges to-
wards negative infinity as time increases �26�. This is a con-
sequence of the fact that the steady state distribution �which
is only approached and never actually reached� is a strange
attractor of lower dimension than the ostensible dimension of
phase space �27,28�. It can be seen in �16� that at any finite
time, assuming the entropy to be a minimum �subject to the
correct constraints of course� results in the same expression,
Eq. �11�, which is rigorously derived here. In the steady state
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the average rate of change of the entropy is constant. Thus
the rate of decrease of the Gibbs entropy is maximal. How-
ever, the approach in �16� is far more complex than the MEP
approximations. MEP only employs sets of Lagrange multi-
pliers for the corresponding sets of constraints. In order to
achieve temporal continuity in the average dissipative flux,
�16� employs a Lagrange multiplier functional �i.e., the set of
constraints becomes infinite�. This functional becomes a
memory function that conditions what happens in the future
by what has happened in the past, ensuring that the dissipa-
tive flux is a continuous function of time.

If we take the logarithm of Eq. �11� and assume the initial
ensemble is canonical we see that

ln�f��,t�� = �A��0� − �H��,�0�

− ��
0

t

ds J„��− s�…V · Fe�t − s� . �34�

Since the logarithm is a monotonic increasing function of its
argument we see that the probability of observing a phase �
at time t is increased if the dissipation integrated along the
phase space trajectory that terminates at � at time t is large
and positive. What is important here is that the probability is

influenced by the path integral and not just the instantaneous
value. In certain time-dependent systems �e.g., viscoelastic
systems� the instantaneous entropy production is not always
positive. However, the second law inequality �29� guarantees
that the time integral is positive and subject to the constraints
is actually maximal.

We also see that the probability is increased if the value of
the Hamiltonian at the current phase point, namely H�� ,�0�,
is also low. In the long time limit we expect that the inte-
grated dissipation will dominate over the Hamiltonian term.
This is probably why MEP provides a reasonable approxima-
tion at long times in some circumstances �23�. We note as
always that the reciprocal temperature � is not directly re-
lated to the temperature of the system of interest �this tem-
perature may not be well defined far from equilibrium� but
rather to that of the large, effectively equilibrium, heat bath
to which the heat eventually dissipates.
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